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The Jarzynski identity [C. Jarzynski, Phys. Rev. Lett. 78, 2690 (1997)] and the Crooks equation [G. E.
Crooks, J. Stat. Phys. 90, 1481 (1998)] relate thermodynamic free energy differences to the work done on a
system during a collection of nonequilibrium transformations. In the present Rapid Communication we provide
generalized versions of these nonequilibrium work theorems, which hold for dissipative transformations where
the system may undergo simultaneously mechanical work and pressure-temperature or volume-temperature
changes. The proof is valid in the context of dynamic systems that evolve with NPT-based equations of motion
according to the Martyna-Tobias-Klein algorithm [Martyna et al. J. Chem. Phys. 101, 4177 (1994)]. An
extension of the proof to dynamic systems that evolve through NVT-based equations of motion is also pro-
vided. The theorems may be effectively used in non-Hamiltonian molecular dynamics simulations for evalu-
ating Helmholtz or Gibbs free energy differences, or the ratio of partition functions at different temperatures to

be eventually used in thermodynamic cycles.
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In the field of molecular dynamics simulations, several
routes to the free energy calculation along selected collective
variables have been opened in the last decade. At variance
with classical methods such as thermodynamic integration or
free energy perturbation, which are based on equilibrium dy-
namics, most of these new approaches rely on the production
of nonequilibrium trajectories. Typical examples are the re-
cently developed adaptive bias potential methods, such as
metadynamics [1] and self-healing umbrella sampling [2].
Since these techniques must in principle bring to a final equi-
librium sampling in the subspace of the collective variables,
they are [1] or must eventually mutate [2] into quasiequilib-
rium methodologies. A substantially different scenario was
shown at the end of the 1990s by Jarzynski [3] and Crooks
[4], who introduced “truly” nonequilibrium strategies for de-
termining free energy differences. In particular they pro-
posed a way to relate free energy differences between two
thermodynamic states, differing in at least one (mechanical)
collective variable, to the external work done on the system
in an ensemble of nonequilibrium trajectories switching be-
tween the two states.

Jarzynski identity (JI). The JI relates an exponential aver-
age of the work W to drive the system from the state A to the
state B at constant temperature to the free energy difference
AF=F(B)-F(A) between the two states,

(€M)= P, (1)

where B=(kgzT)™!, ky being the Boltzmann constant and 7'
the temperature. The average quantity (exp(—BW)) is calcu-
lated over different nonequilibrium phase space trajectories
whose initial points are canonically distributed. Note that,
since we are dealing with nonequilibrium (irreversible) tra-
jectories, the final phase space points are not canonically
distributed. After the first demonstration [3], the JI has been
proved for a variety of cases from Hamiltonian and non-
Hamiltonian dynamics [5-8], to Langevin [9] and Markov-
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chain [10] dynamics. The first experimental test of the JT was
published by Liphardt et al. [11], who applied Eq. (1) to
measurements of the irreversible work done to mechanically
stretch a single molecule of RNA.

Crooks equation (CE). The CE relates the probability of a
nonequilibrium phase space trajectory, I'y—1T';, to the prob-
ability of its time reversal, FSHF: The phase space points
I'y and ', may refer to different Hamiltonians (where, e.g.,
the distance between two molecules is constrained to differ-
ent values). The CE establishes that

pLo—T)
p(r; — I-.D CXp[ﬁ(WFOHFT AF)]7 (2)
where WFWFT is the work done on the system during the
trajectory I'y—1T",. In Eq. (2), p(I'y—T,) is the joint prob-
ability of taking the microstate I'j from a canonical distribu-
tion with an initial Hamiltonian and of performing the for-
ward transformation to the microstate I'. p(I'y«1I")) is the
analogous joint probability for the time reversal path. AF is
the free energy difference between the final and initial ther-
modynamic states. In Monte Carlo or molecular dynamics
simulations, a more manageable but less general form of Eq.
(2) is used [10]. This form is easily obtained from Eq. (2) by
summing the probabilities of all possible trajectories during
which the same amount of work W is done on the system. It
reads as follows:

Pr(W)

oy =LAV = AR, (3)

where Pr(W) is the probability distribution of the work done
on the system during all possible forward trajectories, while
Pi(=W) is the analogous distribution for the reverse paths.
Note that the JI [Eq. (1)] may be trivially recovered by rear-
ranging Eq. (3) and by integrating over W. The CE was
originally derived [4] for microscopically reversible Markov-
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ian systems in the context of Monte Carlo simulations. Sev-
eral other proofs followed [6,12-16]. In particular, in Ref.
[13] Evans pointed out the connection between the CE and
the fluctuation theorem [17-19]. From the experimental
point of view the CE has been verified using atomic force
microscopy for the process of unfolding and refolding of a
small RNA hairpin and an RNA three-helix junction [20].

The Jarzynski and Crooks theorems share the fact that the
external work W is of a mechanical nature and the thermo-
dynamic conditions of the initial and final states are the
same. These are indeed basic assumptions in the various
proofs of the theorems and in the available computational
[14] and experimental [11,20] tests. In the present Rapid
Communication we propose a generalization of the JI and
CE to realizations that drive the system out of equilibrium,
not only using a mechanical force acting on the physical
system, but also irreversibly changing the thermodynamic
conditions of the physical system. This provides the oppor-
tunity of determining the relevant equilibrium quantities (the
free energy difference or the ratio between the partition func-
tions) of the initial and final states that may differ in the basic
thermodynamic quantities (P, T, and V). We will also derive
Egs. (1) and (3) as special cases of such generalized equa-
tions.

In the following, we specifically address the proof for the
generalized CE and we derive the corresponding generalized
JI as stated above, that is by integration on the overall work
variable. We start by considering a dynamic system with a
given initial energy that evolves according to the Martyna-
Tobias-Klein (MTK) equations of motion [21] (NPT-based
dynamics). It has been shown [22] that for stationary systems
such equations yield the proper NPT partition function both
with and without momentum conservation. Here, we limit
ourselves to the latter case, since it can be easily proved that
the result does not change when the momentum conservation
is applied. Suppose we drive such a system out of equilib-
rium by an arbitrary combination of the following mecha-
nisms: (1) introduction of some time-dependent external po-
tential U(f) that produces mechanical work on the system;
(2) temperature variation through the thermostat; and (3) ex-
ternal pressure variation through the barostat. The time
schedules for the mechanical work and the pressure and tem-
perature variations are arbitrary and mutually independent.
The effect of such a transformation is to change the energy of
the global system from

H(0) =H + U(0) + th,. + VP(0) + iy,

M
+ [(3N+ D+ m]ﬂ"l(O) (4)
k=2

to

H(7) = H+ U(7) + thoae + VP(7) + iy

M
+ |:(3N+1)7]1+2 711«],3_](7'), (5)
=2

where H is the (potential plus kinetic) energy of the physical
system, ¢, =p>/(2M,) is the kinetic energy associated to
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the barostat with mass M, and d/[thﬁlp%?k/QQk) is the ki-
netic energy associated to the thermostat (according to the
MTK algorithm we use a Nosé-Hoover chain [23] with M
coupled thermostats). It is important to note that, in Egs. (4)
and (5), the external potential U(r), the external pressure
P(t), and the temperature [kzB(1)]~' depend explicitly on
time. For convenience we separate the total energy of the
global system at time z, H(), into two terms: the energy of
the physical system+barostat (from now on called extended
system) and the energy of the thermostat:

H(t) = Hes(t) + ch(t) > (6)
where
Hes(t) =H+ U(t) + ‘//bax + VP(t) (7)

and

M
H(0) = Y + [(3N+ Do+ 2 77k:| (). (8)
=2

For simplicity of notation, in Egs. (7) and (8) we have ex-
pressed the dependence on ¢ only for those quantities that
depend explicitly on time. The work done on the global sys-
tem during the transformation is

f T IH(1)
W= dt. 9)

As stated above [see also Egs. (7) and (8)], three terms of the
total energy H(f) depend explicitly on time. Correspond-
ingly, W is given by the sum of three terms, namely

W=W,+ Wy + Wy

=f7wdt+J'TV&(t)dt
o Ot o Ot
T M 1
+f [(3N+1)7]1+2 nk]%t(t)dt, (10)
0 k=2

where W, Wy,, and W, are the mechanical work on the
physical system, the work done to produce a pressure
change, and the work done to produce a temperature change,
respectively. The quantities W,,, Wy, and Wy, can be directly
calculated from molecular dynamics simulations, since the
time schedules of U(z), P(r), and B(r) are given.

For a thermostated system with an incorporated barostat,
the thermal energy provided by the thermostat during the
transformation can flow, not only from and to the physical
system, but also from and to the barostat. The total energy
change of the extended system can thus be expressed as

Hes(T) - Hes(o) =0+ Wm + Wban (] 1)

where Q is the heat flowing in the extended system from the
thermostat and W+ W, is the total work done on the ex-
tended system. Analogously, from Eq. (8) we can derive the
energy change of the thermostat during the transformation:
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Hn(7) = Hp(0) = Wy, + lezbthdt"' fT |:(3N+ 1),
0

0
M
+> ﬁk]ﬁfl(r)dr. (12)
k=2

Since in Eq. (11) we have arbitrarily assumed that the heat
entering into the extended system is positive, the sum of the
last two terms of Eq. (12) corresponds to —Q. Therefore

ch(T) - ch(o) =Wy-0. (13)

The proof proceeds by considering the so-called transient

fluctuation theorem by Evans er al. [17] that correlates the

joint probabilities of Eq. (2) to the compressibility Vp-I" of

the system and to the probabilities p(I'y) and p(I',) of the
initial and final phase space points:

pLy—T) ply _JT e )
p(r;“wr*;>‘p<rr>e"p< A

In our case the probabilities p(I'y) and p(I',) are canonically
distributed. Therefore considering the expression of the ca-
nonical probability of a phase space point I
=(p.r.p.,V.p,) provided by the MTK algorithm for a mo-
mentum conserving system [22], we can write

p([y) e POLHO+UOK 00+ dip(01+VOPO)] (1)
D(T) & PO UG (A P _wg):)T . (15)

(" and ) are the partition functions of the final

where wj, PT

and initial thermodynamic states in the I' phase space, re-
spectively. In order to obtain the partition functions in the
phase space of the coordinates and momenta of the physical
S : i (1) (0)

ystem, the integrals over p. and p,, in @, ; and wp, , must be
calculated. Hence using Eq. (7), we rewrite Eq. (15) as fol-

lows:

p(Ty) e POH0+4i4(0)] [ 5(0) }m O
(16)

p(FT) - e_.B(T)[HeS(T)'HJ/[h(T)] B(T) Q(;())’)T,

where QE,T’)T and QQT are the partition functions in the phase
space of the physical system and m=(M+1)/2. To obtain the
final expression for the ratio p(I'y—1",)/ p(F;HF’;), we
need to determine the exponential function in Eq. (14). The
MTK equations of motion for a momentum conserving sys-
tem give rise to the following compressibility [22]:

M

Vi-T'==GN+ 17 - 2 7. (17)
k=2

Using Eq. (17), the exponential function in Eq. (14) can be
written as

fT , BN+ 7 (0-2, 7, 0)
exp|— | Vp:-Tdt|= . 13
P 0 r e—(3N+1)771(T)—EkM=277k(T) (18)

Upon substitution of Egs. (16) and (18) into Eq. (14) and
using Egs. (6) and (8), we obtain
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p(Ly—T,) ¢ POHO [ B(0) }mnﬁo’}

pToT,) PO p(n) | af)
By using Egs. (6), (11), and (13), H(7) can be expressed as a
function of the quantities H(0), Wy,, Wy, and Wy,

(19)

H(7) =H0) + Wy, + Wy + Wy, (20)
Upon substitution of Eq. (20) into Eq. (19) we finally get

py—T) QF
p(To—T7) Q)

BOWHB(7)=B(0)JH(0)+m In [B(O)/B(T)]’

(21)

where W=W,_ + W+ Wy, and must be calculated following
Eq. (10). Equation (21) relates the probability of a general
nonequilibrium transformation (i.e., involving mechanical
work and pressure and temperature changes) and its time
reversal to the total work done on the global system in the
forward process and to the partition functions of the initial
and final states. Equation (19) [or equivalently Eq. (21)] is
the generalized form of Eq. (2) and is the central result of the
present Rapid Communication.

The extension of the CE to systems where the volume
(instead of the external pressure) and the temperature change
during the transformation due to external work is straightfor-
ward. In such case the MTK equations of motion reduce to
the Nosé-Hoover chain equations [23] (NVT dynamics) and
the energy of the global system is

M

H(1) =H[V(O)]+ U@) + i + [(3N+ Do+ 2 77k:|:3_1(t)~

k=2
(22)

In Eq. (22), the dependence of the energy of the physical
system on the volume is explicitly given because the volume,
and hence the energy, may be arbitrarily changed during the
transformation. Moreover, since the external pressure is con-
stant, the relation W, =0 holds. However, as previously
stated, the physical system may undergo additional work, say
W,o» during the transformation

TOH(V) .
W, = f HW) o (23)

By following the guideline that brought us to Eq. (21), we
may recover the generalized CE for NVT dynamic systems:
p(FO - FT) _ Q(‘Z)T

- = =0 BOWHB(D)=BO)JH0)+m In [ﬁ(O)/B(T)],
P(Fo — FT) Qv,T

(24)

where H(0) is given by Eq. (22) (with t=0), m=M/2 (only
the integrals over p, are present in w(VT)T and “’i?,)r)’ and W
=Wnt+Wiat+ W

In order to recover the generalized versions of Egs. (1)
and (3), we define the following adimensional functional of a
generic trajectory that brings the system from the state A at
time O to the state B at time 7:

050101-3



CHELLI et al.

W=Wyp=BsW+(Bsg—Ba)Hs+mIn %, (25)
B

where (kpB,)~" and (kzBp)~" are the temperatures of the ini-
tial and final states, respectively, and H, is the energy of the
global system [Eq. (4)] in the initial state. Using the above
definition, collecting all trajectories yielding the same W,
and exploiting the fact that Wg,=—W,z=-W, Eq. (21)
transforms as follows:

Pr(W) 3 ew&
Pr(=W) Q,

where Pr()V) and Pg(-W) are the normalized distribution
functions of W and =)}V for the forward and backward trans-
formations, respectively. Multiplying both sides of Eq. (26)
by e”VPx(-W) and integrating the resulting equation over
W, the generalized JI is obtained

(26)

QO

W) B
=—= 27
=3 @)
With analogous considerations, it can be shown that the
functional relations of Egs. (26) and (27) are also valid for
NVT-based dynamics [Eq. (24)]. The difference between
NVT and NPT dynamic systems stems from the meaning of
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the quantities W, H,, (4, and Qp as discussed above.

It is now straightforward to derive Eqgs. (1) and (3) as
special cases of the nonequilibrium work theorems expressed
by Egs. (27) and (26). To this aim we consider the particular
case in which the temperature of the thermodynamic states A
and B is the same. Such condition implies that Sz=£,=0 in
Eq. (25) and therefore YW=BW. The same condition allows
us to relate the ratio 3/, to the free energy difference
between the states A and B. In particular: Q/Q,=ePAC for
NPT dynamic systems and Q,/Q,=e PAF for NVT dynamic
systems. The CE and JI are easily recovered using the rela-
tions obtained for W and Qz/Q, into Egs. (26) and (27),
respectively.

In conclusion the generalized nonequilibrium relations we
present could be fruitfully exploited, not only for the direct
determination of free energy differences, but also used in
thermodynamic cycles. Our results may open interesting per-
spectives either into the computational or into the experi-
mental field, providing a framework where both intensive
and extensive thermodynamic variables can be freely ma-
nipulated during the nonequilibrium measurements.
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